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1. Spectral Methods: Some Recent Advances and New Perspectives
I SR HIR e R I RS
44 % : In the past decades, the spectral method has become one of the major tools in scientific
computing due to its superior accuracy and efficiency when it is properly designed. In this talk, we
shall review the evolution of spectral method and elaborate on some recent advancements from the
perspective of (i) Singular, fractional and nonlocal problems; (ii) Complex domains/geometries (e.g.,
spectral fictitious domain method and spectral methods on pipes, knots etc); and (iii) PDEs with highly
oscillatory solutions among others. We shall also outline some new directions that the spectral method
can excel itself and unknown areas that the spectral method might be the method of choice.

2. Stochastic Symplectic Methods of Stochastic Hamiltonian Systems
RAEMR LR PEMFRERFERAFALIR
# & . Plenty of numerical experiments show that stochastic symplectic methods are superior to non-

symplectic ones especially in long-time computation, when applied to stochastic Hamiltonian systems.
In this talk we first review some basic results on stochastic symplectic methods of stochastic
Hamiltonian systems, such as the theory of stochastic generating functions, variational integrators,
pseudo-symplectic methods, etc. Then we present the probabilistic superiority of stochastic symplectic
methods of stochastic Hamiltonian systems via large deviations principle. (In collaboration with Dr.
Chuchu Chen, Dr. Diancong Jin and Dr. Liying Sun).
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4. Quasi Non-Negative Quaternion Matrix Factorization with Application to Color Face
Recognition
FEIF SRR AR R F
4% % : To address the non-negativity dropout problem of quaternion models, a novel quasi non-
negative quaternion matrix factorization (QNQMF) model is presented for color image processing. To
implement QNQMEF, the quaternion projected gradient algorithm and the quaternion alternating
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direction method of multipliers are proposed via formulating QNQMF as the non-convex constraint
quaternion optimization problems. Some properties of the proposed algorithms are studied. The
numerical experiments on the color image reconstruction show that these algorithms encoded on the
quaternion perform better than these algorithms encoded on the red, green and blue channels.
Furthermore, we apply the proposed algorithms to the color face recognition. Numerical results
indicate that the accuracy rate of face recognition on the quaternion model is better than on the red,
green and blue channels of color image as well as single channel of gray level images for the same data,
when large facial expressions and shooting angle variations are presented.

5. Fully discretization schemes for the stochastic Stokes-Darcy equations
Fol BB TR
4# % : In this talk, I will present two numerical schemes and their convergence analysis for the
stochastic Stokes-Darcy equations with multiplicative noise. Fully implicit Euler scheme and
artificially compressibility method (ACM) scheme are used individually for time discretization. IPDG
scheme based on the BDM1-P0 finite element is used for the space discretization. It is proved that both
schemes are unconditionally stable and convergence analysis is also available for the first scheme.

6. Deep adaptive density approximation for Fokker-Planck type equations
EEIIEIE € -l
# % : In recent years, deep learning algorithms based on deep neural networks have been widely
applied to solving high-dimensional partial differential equations, which include physics-informed
neural networks (PINNs), Deep Ritz method, and so on. In this talk, we start from Fokker-Planck
equations and propose flow-based adaptive sampling strategies to improve the efficiency and accuracy
of PINNs for solving partial differential equations whose solutions are probability density functions.

7. Symplectic numerical integration for Hamiltonian stochastic differential equations with
multiplicative Lévy noise in the sense of Marcus
& AL &I HAR AR E R K F
# % : In this paper, we propose a symplectic numerical integration method for a class of Hamiltonian

stochastic differential equations with multiplicative Lévy noise in the sense of Marcus. We first
construct a general symplectic Euler scheme for these equations, then we prove its convergence. In
addition, we provide realizable numerical implementations for the proposed symplectic Euler scheme
in detail. Some numerical experiments are conducted to demonstrate the effectiveness and superiority
of the proposed method by the simulations of its orbits, Hamiltonian and convergence order over a long
time interval. The results show the applicability of the methods considered.

(This is cited from the paper, which will be published in the journal, Mathematics and Computers
in Simulation, 215 (2024) 420-439,IF=4.6,JCR:Q1)



8. Pre-classification based stochastic reduced-order model for time-dependent complex system
RRE A BT ARER T KF
# % : We propose a novel stochastic reduced-order model (SROM) for complex systems by
combining clustering and classification strategies. Specifically, the distance and centroid of centroidal
Voronoi tessellation (CVT) are redefined according to the optimality of proper orthogonal
decomposition (POD), thereby obtaining a time-dependent generalized CVT, and each class can
generate a set of cluster-based POD (CPOD) basis functions. To learn the classification mechanism of
random input, the naive Bayes pre-classifier and clustering results are applied. Then for a new input,
the set of CPOD basis functions associated with the predicted label is used to reduce the corresponding
model. Rigorous error analysis is shown, and a discussion in stochastic Navier-Stokes equation is given
to provide a context for the application of this model. Numerical experiments verify that the accuracy
of our SROM is improved compared with the standard POD method.

9. Coupled LBM-DEM model for gas-liquid-solid interaction problems (% _E)

TR AR 2R R TS
# % : In this work, we propose a numerical model to simulate gas-liquid-solid interaction problems,
coupling the lattice Boltzmann method and discrete element method (LBM-DEM). A cascaded LBM is
used to simulate the liquid-gas flow field using a pseudopotential interaction model for describing the
liquid-gas multiphase behaviour. A classical DEM resorting to fictitious overlaps between the particles
is used to simulate the multiple-solid-particle system. A multiphase fluid-solid two-way coupling
algorithm between LBM and DEM is constructed. The model is validated by four benchmarks: (i)
single disc sedimentation, (ii) single floating particle on a liquid-gas interface, (iii) sinking of a
horizontal cylinder and (iv) self-assembly of three particles on a liquid-gas interface. Our simulations
agree well with the numerical results reported in the literature. Our proposed model is further applied to
simulate droplet impact on deformable granular porous media at pore scale. The dynamic droplet
spreading process, the deformation of the porous media (composed of up to thousands of solid
particles), as well as the invasion of the liquid into the pores are well captured, within a wide range of
impact Weber number. The droplet spreading dynamics on particles is analyzed based on the energy
budget, which reveals mechanisms at play, showing the evolution of particle energy, surface energy and
viscous dissipation energy. A scaling relation based on the impact Weber number is proposed to
describe the maximum spreading ratio.

10. A high order operator splitting method for the nonlocal phase-field model
BAK 8l R RS

#%: We propose a second-order fast explicit operator splitting method for the phase model. The
basic idea lied in our method is to split the original problem into linear and nonlinear parts. The
linear subproblem is numerically solved using the Fourier spectral method, which is based on
the exact solution and thus has no stability restriction on the time-step size. The nonlinear one
is solved via second-order strong stability preserving Runge-Kutta method. The stability and
convergence are discussed in L2-norm. Numerical experiments are performed to validate the
accuracy and efficiency of the proposed method. Moreover, energy degradation and mass
conservation are also verified.



11. A smoothing Newton method based on the modulus equation for a class of weakly nonlinear
complementarity problem
HEE FER ABETEKRF

44 % : By equivalently transforming a class of weakly nonlinear complementarity problems into a
modulus equation, and introducing a smoothing approximation of the absolute value function, a
smoothing Newton method is established for solving the weakly nonlinear complementarity problem.
Under some mild assumptions, the proposed method is shown to possess global convergence and
locally quadratical convergence. Especially, the global convergence results do not need a priori
existence of an accumulation point with some suitable conditions. Numerical results are given to show
the efficiency of the proposed method.

12. A new view of a result on the doubly superstochastic matrices
F K B BHFR
# % : In this talk, we introduce Williamson’s diagonal form for symmetric positive-semidefinite

matrices, which provide a new way of viewing a result on the doubly superstochastic matrices.
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14. Unconditionally stable and convergent difference scheme for superdiffusion with
extrapolation (4 L)
BENE & Itk R PN
#%: Approximating the Hadamard finite-part integral by the quadratic interpolation polynomials, we
obtain a scheme for approximating the Riemann-Liouville fractional derivative of order « < (1,2) and
the error is shown to have the asymptotic expansion (d,r“ +d,c*“ +d;" +..)+(dit* +d;r° +d;r* +...) at
any fixed time, where 7 denotes the step size and d,,/=3,4,... and d,,/=2,3,... are some suitable
constants. Applying the proposed scheme in temporal direction and the central difference scheme in
spatial direction, a new finite difference method is developed for approximating the time fractional
wave equation. The proposed method is unconditionally stable, convergent with order O(* %), € (1,2)
and the error has the asymptotic expansion. Richardson extrapolation is applied to improve the
accuracy of the numerical method. The convergence orders are O(r*“) and O(r*°“),a €(1,2) ,

respectively, after first two extrapolations. Numerical examples are presented to show that the
numerical results are consistent with the theoretical findings.



15. Arbitrarily high order time-stepping method for the anisotropic phase-field dendritic crystal
growth model
FAL LB LFTIFEKF

4% : In this paper, we develop and analyze a novel class of arbitrarily high-order and unconditionally
energy stable schemes for the anisotropic phase-field dendritic crystal growth model, which is a highly
nonlinear system that combines the anisotropic Allen-Cahn equation with the thermal equation. The
proposed schemes are based on an extrapolated and linearized Runge-Kutta method for an auxiliary
variable reformulation of the crystal growth model. A delicate implementation demonstrates that the
proposed method can be realized in a very efficient way, requiring only the solution of a coupled linear
elliptic system at each time step. We illustrate theoretically that the constructed schemes satisfy the
energy dissipation property and give a consistency error analysis. Numerical experiments for two and
three spatial dimensional problems are performed to verify our theoretical results as well as the
efficiency of our proposed method. To the best of our knowledge, this is the first unconditional energy
stable scheme of arbitrarily high order for the anisotropic phase-field dendritic crystal growth model.

16. Efficient iterative method for generalized Sylvester quaternion tensor equation
Hah ey LA ABZIFEKF

# % : In this study, we employ the biconjugate residual (BCR) algorithm in tensor form to deal with
the generalized Sylvester quaternion tensor equation in order to find the minimum norm solution. The
proposed algorithm uses only tensor format. It can be proved that the proposed approach can find the
solution with in a finite number of steps in the absence of round-off errors. Furthermore, we can get the
unique minimal Frobenius norm solution by choosing special kinds of initial tensor. Finally, some
numerical examples are reported to illustrate the feasibility of our algorithm, including the
effectiveness of the algorithm in color video restoration problems.

17. Stabilized variational formulations of Chorin-type and artificial compressibility methods for

the stochastic Stokes-Darcy equations
M WA BITKSF
# & : We consider two different types of numerical schemes for the nonstationary stochastic Stokes-
Darcy equations with multiplicative noise. Firstly, we consider the Chorin-type time-splitting scheme
for the Stokes equation in the free fluid region. The Darcy equation and an elliptic equation for the
intermediate velocity of free fluid coupled with the interface conditions are solved, and then the
velocity and pressure in free fluid region are updated by an elliptic system. Secondly, we further
consider the artificial compressibility method (ACM) which separates the fully coupled Stokes-Darcy
model into two smaller subphysics problems. The ACM reduces the storage and the computational time
at each time step, and allows parallel computing for the decoupled problems. The pressure in free fluid
region only needs to be updated at each time step without solving an elliptic system. We utilize the
RT;-P; pair finite element space and the interior penalty discontinuous Galerkin (IPDG) scheme based
on the BDM-Py finite element space in the spatial discretizations. Under usual assumptions for the
multiplicative noise, we prove that both of the Chorin-type scheme and the ACM are unconditionally
stable. Numerical examples are provided to verify the stability estimates for both of schemes. Moreover,
we test the convergence rate for the velocity in time for both of schemes which is consistent with the
implicit Euler scheme. The convergence rate for the pressure approximation in the time-averaged
fashion is also tested.
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19. High order positivity-preserving nodal discontinuous Galerkin methods for anisotropic
diffusion problems
X &R AT RAE BITKRF
# % : In this talk, we develop second and third order accurate positivity-preserving (PP) nodal
discontinuous Galerkin (DG) methods for one and two dimensional anisotropic diffusion problems. The
key idea is to first represent the cell average of its numerical approximation as a weighted summation
of Gaussian quadrature point values used in the updating of nodal DG methods, and then transform
these Gaussian quadrature point values to some other special chosen point values. We prove that by
taking parameters in the definition of nodal DG methods appropriately, together with a suitable time
stability condition, the cell averages can be kept positive. A polynomial scaling limiter is then applied
to obtain positive numerical approximations on the whole cell without sacrificing accuracy. Stability
analysis without the PP limiter is also rigorously established. Numerical experiments are performed to

demonstrate desired orders of accuracy, PP and good performances of our propose approach.

20. An immersed boundary-lattice Boltzmann method for fluid-structure interactions involving
viscoelastic fluids (£ L)

7R G B KA AR R KT
W& $#Iiii#i’£4’ﬁ7‘é‘5ﬁ?£F)\l/\?fﬂi%%ﬁiﬁffﬁﬁ%éﬁﬁéi}? KB VABMEAEFHUR B AR A
TR ey, FABA T RIEFINABRREGNELR- R TRRES T R, %H ERAKT
BRI R T B RBRAREN ) FA AR R A TAL . A T 3B AR, AR A
M TAEF FIANANTA N, BRI F KBRS é‘ﬁﬁf—?ﬁﬂs’c%@\ Y e = 2 0 Bl AR L A TR
WMEGH TR Z 5 E, URAST Z SR EGAHR AR, REBSLBLRA LRI N ELRE
REIG . MELFNB K E W IRIEH A T L PR T
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21. High order conservative LDG-IMEX methods for the degenerate nonlinear non-equilibrium
radiation diffusion problems
YR EEFTAE BITRF

# % : In this paper, we develop a class of high-order conservative methods for simulating non-
equilibrium radiation diffusion problems. Numerically, this system poses significant challenges due to
strong nonlinearity within the stiff source terms and the degeneracy of nonlinear diffusion terms.
Explicit methods require impractically small time steps, while implicit methods, which offer stability,
come with the challenge to guarantee the convergence of nonlinear iterative solvers. To overcome these
challenges, we propose a predictor-corrector approach and design proper implicit-explicit time
discretizations. In the predictor step, the system is reformulated into a nonconservative form and linear
diffusion terms are introduced as a pernalization to mitigate strong nonlinearities. We then employ a
Picard iteration to secure convergence in handling the nonlinear aspects. The corrector step guarantees
the conservation of total energy, which is vital for accurately simulating the speeds of propagating
sharp fronts in this system. For spatial approximations, we utilize local discontinuous Galerkin finite
element methods, coupled with positive-preserving and TVB limiters. We validate the orders of
accuracy, conservation properties, and suitability of using large time steps for our proposed methods,
through numerical experiments conducted on one- and two-dimensional spatial problems. In both
homogeneous and heterogeneous non-equilibrium radiation diffusion problems, we attain a time
stability condition comparable to that of a fully implicit time discretization.

22. High order reduced basis for the Allen-Cahn equation
e AFEFTAE BITRF
4% % : In this paper we carry out an error analysis for a reduced order method for the Allen-Cahn
equation. We consider a time-space discretisation for which an error estimate of the full model solution
is available. Specifically, the full discretisation is based on a stabilized auxiliary variable approach for
the time stepping and a spectral Galerkin method for the spatial discretisation.The advantages of this
full discretisation are its unconditional stability, the availability of error estimates and its ease of
implementation. An estimate of the errors in the $H"1$ seminorm is rigorously derived for both the full
order model and the reduced order model, which is then verified by some numerical examples.

23. Provably convergent Newton—Raphson methods for recovering primitive variables for
relativistic hydrodynamics
RANAFEA LA BITRF
# & : The relativistic hydrodynamics (RHD) equations consider relativistic effects on top of the
compressible Euler equations, describing the motion of fluid when its velocity approaches the speed of
light. When simulating the RHD equations, it is often necessary to compute the primitive variables,
namely pressure, density and fluid velocity. However, the primitive variables of the RHD equations
cannot be explicitly reformulated using conservative variables due to relativistic effects. To improve the
efficiency and stability of the simulations for the RHD equations, we propose three efficient Newton—
Raphson (NR) methods for robustly recovering primitive variables from conservative variables.
Importantly, we rigorously prove that these NR methods are always convergent and physical-
constraint-preserving (PCP), meaning they preserve the physical constraints (positivity of pressure and
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density, and subluminal fluid velocity) throughout the NR iterations. The discovery of these robust NR
methods and their PCP convergence analyses are highly nontrivial and technical. Our NR methods are
versatile and can be seamlessly incorporated into any RHD schemes that require the recovery of
primitive variables.

24. Stability and Error Analysis of SAV Schemes for Electrohydrodynamic Model with Variable
Density
THF AT E BITRF

# & : We construct and analyze first- and second-order schemes based on scalar auxiliary variable
(SAV) approach for the electrohydrodynamic (EHD) model with variable density. These schemes only
require solving a sequence of linear differential equations plus a linear well-posed algebraic equation at
each time step, and are unconditionally energy stable. We carry out a rigorous error analysis for the
first-order semi-discrete SAV scheme in two-dimensional case and derive the maximum principle, the
optimal error estimates and the regularity estimates. Numerical experiments verify the accuracy and
stability of the presented schemes.

25. =AM P AT Rt ey 34 o & it
WK e 1A A 4SRN K
BE: MAEREBROERAE, 2 MBI AEBRIEE KLY, RBENAH 5. ©2
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B, MAETERINOHKE, RN RTARBLEREFTFTEINTIHOES, RARE, &K
A28 BAT R VLA T X 34k 09 08 2 M F T AR 5o

26. ZARA IR A B R T ¥ AFRH B 49 BF Galerkin 46 X

xoE LRt BITRSF
HE: ZNRARBARGBR SR, LM B G EIIABSERGRK, LS 268E6T
EMARNET, AFETEZEZOHEHRLEL P ILLANME. ZANRRTEBESHTEH
Fd, A EFPAAGHMABEIG R T PR, BAT, LakP A KEA AT BR @A A 64 18
Galerkin (discontinuous Galerkin, ##& DG) 7k, X FHEFER @GN ZMHANFAELY 5 m
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BB AB, NBENTREAGERTELRFEGDCGH XN, XA —AHIN. S5 #
EHR G AR RE SO XN, COAREER, ANREHRLE, FRAETXIS>ATEL,
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27. On Krylov subspace methods for skew-symmetric and shifted skew-symmetric linear systems

I LA BITRF
# & : Krylov subspace methods for solving linear systems of equations involving skew-symmetric
matrices have gained recent attention. In this work, we extend the results of Greif et al. to singular
skew-symmetric linear systems. In addition, we systematically study three Krylov subspace methods
(called S3CG, S3MR, and S3LQ) for solving shifted skew-symmetric linear systems. They all are
based on Lanczos triangularization for skew-symmetric matrices, and correspond to CG, MINRES, and
SYMMLAQ for solving symmetric linear systems, respectively. To the best of our knowledge, this is the
first work that studies S3LQ. We give some new theoretical results on S3CG, S3MR, and S3LQ. We
also provide the relationship among the three methods and those based on Golub--Kahan
bidiagonalization and Saunders--Simon--Yip tridiagonalization. Numerical examples are given to
illustrate our theoretical findings.

28. Kirchhoff-Love shell representation and analysis using triangle configuration B-splines
FEIF AR AE BITRF

#% & : This paper presents the application of triangle configuration B-splines (TCB-splines) for
representing and analyzing the Kirchhoff-Love shell in the context of isogeometric analysis (IGA).
TCB-splines offer flexibility in modeling complex geometries with C' continuity, making them naturally
fit into the Kirchhoff-Love shell formulation with complex geometries. We first propose a linear least-
squares-based framework to reparametrize the mid-surface of a thin shell, which consists of multiple
(trimmed) NURBS patches and is topologically equivalent to an open disk with a finite number of
holes, into a single TCB-surface defined over a carefully computed parametric domain. We then utilize
TCB-splines for geometric representation and solution approximation in shell analysis. We verify the
accuracy and robustness of our method by applying it to linear and nonlinear benchmark shell problems.
The applicability of the proposed approach to shell analysis is further exemplified by performing
geometrically nonlinear Kirchhoff-Love shell simulations of a pipe junction and a front bumper
represented by a single patch of TCB-splines.

29. Prediction-correction threshold dynamics method for topology optimization of steady-state
heat transfer problems
FURWEF AL BITRF
4% % : In this paper, we propose a prediction-correction threshold dynamics method for solving the
topological optimization problem of steady-state heat transfer equations. The problem is formulated as
a minimization problem incorporating the complementary energy, with the perimeter approximated
using nonlocal energy and is subject to steady-state heat transfer conditions. The material regions are
represented using an indicator function. The indicator function is updated by performing simple
convolutions followed by thresholding. The numerical results clearly illustrate the superior
effectiveness of our proposed method when compared to the threshold dynamics approach. Moreover,
the various numerical results demonstrate that our proposed algorithm guarantees the property of
energy decrease in the 2D domain.
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30. Global optimization of optimal Delaunay triangulation with modified whale optimization
algorithm
HukE A BITKF

4% % : In this paper, we introduce an innovative approach to generate a high- quality mesh with a
density function in a given domain. Our method involves solving a variational problem that optimizes
the energy func- tion of the optimal Delaunay triangulation (ODT). To achieve this, we have developed
a modified whale optimization algorithm (MWOA) based population that is combined with the quasi-
Newton method (L- BFGS) to optimize ODT energy on a global level. Our experiments have
demonstrated the impressive efficiency of this optimization algorithm in searching for better minima
and producing high-quality meshes. Remark- ably, the algorithm’s powerful global optimization
capability makes it insensitive to initialization, which eliminates the need for any special initialization
procedures. Furthermore, our proposed algorithm can easily handle complex domains and non-uniform
density functions, making it a versatile tool for mesh generation. Overall, our method offers a
promising solution for generating practicable meshes with a density function.

31. An increasing rank Riemannian method for generalized Lyapunov equations
FIRBAF AT A BITRF
4% % : In this paper, we consider finding a low-rank approximation to the solution of a large-scale
generalized Lyapunov matrix equation in the form of AXM+MXA=C, where A and M are symmetric
positive definite matrices. An algorithm called an Increasing Rank Riemannian method for generalized
Lyapunov equation (IRRLyap) is proposed by merging the increasing rank technique and Riemannian
optimization techniques on the quotient manifold R:#/0, . To efficiently solve the optimization

problem on R!” /0O, , a line-search-based Riemannian inexact Newton method is developed with its

global convergence and local superlinear convergence rate guaranteed. Moreover, we investigate the
influence of the existing three Riemannian metrics on R /0, and derive new preconditioners which

takes M =1 into consideration. Numerical experiments show that IRRLyap with one of the Riemannian
metrics is most efficient and robust in general and is preferable compared to the tested state-of-the-art
methods when the lowest rank solution is desired.

32. Neural Operator Learning Enhanced Physics-informed Neural Networks for solving
differential equations with sharp solutions
WK ML RAE BITKF
# % : In this talk, we will introduce an operator learning enhanced PINN (OL-PINN) to solve this
kind of singular problems (jointed with Zhiping Mao). The present method can sufficiently decrease the
error between the prediction and exact solution than the vanilla PINN and extrapolation of DeepONet.
What's more, our methods show another potential advantage that it can possesse the ability of solving
problem with insufficient initial-boundary conditions. Further, we use several numerical examples to
demonstrate the effectiveness of the present method.
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